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Passwords have been the prevailing method of authentication since their inception more than 50 years
ago, a trend which has no signs of slowing down in the foreseeable future. They are an integral part of the
security of digital persons, systems and critical data, and yet, they often remain the weakest entry point
to a digital system. A password itself is indeed an extension of its creator and therefore can be exploited
by malicious actors leveraging available contextual information about a target password creator. Recent
research has shown that bespoke password candidate lists, generated based on available contextual
information, can positively impact the password cracking processes. This paper introduces an innovative
methodology for composing a contextual wordlist and ranking the password candidates in order to
maximise the chance of early success. The aim of the proposed approach is to support digital forensic
investigators in their criminal investigation e especially when time is of the essence. This paper de-
scribes the implementation of this methodology and provides an overview of several experimental re-
sults demonstrating the advantages of this approach. These results demonstrate that by going through a
harder, more rigorous password candidate selection process, better dictionaries can be generated that, in
a faster timeframe, can crack stronger passwords.
© 2023 The Author(s). Published by Elsevier Ltd on behalf of DFRWS This is an open access article under

the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

For the last few decades, research on passwords, their archi-
tecture, and the ways to crack them has been a focal point for re-
searchers. This is with good reason, since they have been the most
popular means of user authentication e and are set to continue to
be so into the foreseeable future (Kanta et al., 2020a). Attackers
refine and adapt their methods to account for the increasing dili-
gence of companies and users who choose harder and stronger
passwords, often times computer generated and/or salted.1 By
taking into account the increasing usage of computer generated
passwords, the addition of salts, and the use of slower hashing
functions, password cracking is increasingly becoming more of an
uphill battle. This redoubles in the context of an attacker trying to
gain access into a single account/point of entry, especially for an
e (A. Kanta), iwen.coisel@
. Scanlon).
rd plaintext and subsequently
ues for the same password.

er Ltd on behalf of DFRWS This is a
online system with a limited number of tries. In this case, simply
brute forcing is out of the question e more sophisticated password
cracking attacks need to be employed.

In the case of a law enforcement digital forensic investigation,
the investigator could be faced with the encrypted system of a
perpetrator, which can pose a significant hindrance to the investi-
gation, or bring it to a halt entirely (Du et al., 2020). Suspects are not
always inclined to share their passwords, especially if there is
incriminating information in them. In many jurisdictions, law
enforcement cannot compel that information from them (Ryder
and Le-Khac, 2016). Furthermore, in a triage situation, where the
discovery and processing of evidence in a timely manner is crucial
to the outcome of the investigation, it becomes paramount to ac-
cess suspect devices as quickly as possible. Therefore, generic ap-
proaches like a brute force attack, or an extensive dictionary search
would not be suitable because of time constraints and other
methods should be considered.

Research shows that the distribution of passwords of users is not
uniform (Wang et al., 2017) and users tend to gravitate towards
passwords that contain information that is personally connected to
them (Wang et al., 2016). Many approaches take this information
n open access article under the CC BY-NC-ND license (http://creativecommons.org/
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into account, using leaked lists of real-world passwords for pass-
word cracking and/or mangling rules2 to mimic user tendencies
(Kanta et al., 2020a). One such user-centric method would be to
focus on the individual whose password needs to be cracked, and
more specifically, the information available about them through
open source intelligence or other investigative means (Kanta et al.,
2020b). This will result in an attack that is tailored to the individual
target, which could return results when traditional methods fail.

In this case, it is essential for the investigator to have at their
disposal the necessary bespoke dictionary lists, those that focus and
contain password candidates that closely align with the suspect’s
interests and hobbies. To assemble such lists, natural language
processing can be used, to create a concentrated body of words that
align thematically with a starting seed word. The process of
creating custom dictionary lists was introduced by Kanta et al.
(2022).
1.1. Contribution of this work

In this paper, a methodology for optimising and ranking the
candidates of a custom-made dictionary list is presented. This work
aims to aid law enforcement investigators during criminal in-
vestigations by providing dictionary lists for password cracking
that are tailored to the suspect. These are subsequently ranked so
that more suitable password candidates are checked first, in a bid to
save time during an investigation. The methodology described in
this paper can become an important tool in an investigator’s toolkit,
by providing readily available, highly-customised contextual dic-
tionaries on any topic e however niche. This approach is evaluated
as part of this paper with data leaks stemming from compromised
online communities focused on specific topics, as accessing a suf-
ficient number of individual user’s information is not possible.
Nonetheless, the contextual approach proves itself valuable in
finding many passwords that were not recovered with the baseline
technique. These passwords are thematically close to the commu-
nity itself, thus proving the role of context in password creation.
Furthermore, the optimised, ranked dictionary lists as presented in
this paper offer a significant increase compared to the models
introduced in the past, as will be outlined in greater detail in Sec-
tion 5.

To summarise, the contribution of this work includes.

� A thorough presentation of the optimisation and ranking tech-
niques that were used for curating the contextual dictionaries.

� An example scenario focusing on a digital forensic triage use
case is used in combination with the results presented to
highlight the potential impact and improvement of contextual
dictionaries over traditional password cracking methods.

� A detailed discussion section highlighting the uses, benefits and
limitations of leveraging context in password cracking.

The rest of the paper is organised as follows: Section 2 offers an
overview of the related work in the field. Section 3 provides the
methodology that was used to create the optimised and ranked
contextual dictionaries. Section 5 shows the result of putting this
methodology to use across four different data leaks and provides an
analysis of the results, and finally Sections 6 and 7 provide a
summary and commentary of the results and outlines several av-
enues for future work.
2 Mangling rules represent common behaviours and substitutions by users in
their passwords. For example, adding numerical sequences at the end of the
password or replacing alphabet letters by similarly looking numbers or symbols
(i.e., ‘1’ for ‘i’ or ‘@’ for ‘a’).
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2. Related work

The number of passwords users are required to remember
nowadays has been steadily increasing for decades (Kanta et al.,
2020a). This results in users being more inclined to seek easy
ways to facilitate recalling them frommemory. It is widely accepted
that when users select their passwords, they follow certain pat-
terns, using symbols and phrases familiar to them in an attempt to
produce a “memorable” password (Wash et al., 2016a). This means
that user-generated passwords are more susceptible to password
cracking compared to machine-generated ones with random dis-
tribution of characters. To this end, various techniques have been
developed to leverage that inherent weakness.

2.1. Password cracking techniques

For machine-generated, apparently randomly passwords, no
cracking strategy would have an advantage over an exhaustive,
brute-force search e where all combinations of a given alphabet,
including digits and special characters, up to a predetermined length
are tested. Exhaustive searches are guaranteed to work if maximum
password length or limits for attempts are not defined e the only
variable is time. But evenwith modern, state-of-the-art graphic card
aided brute-forcing, if slower hash functions are used, the time it
would take to perform is computationally infeasible, i.e., an
exhaustive search could potentially take millions of years. Therefore,
this approach is not efficient from both a computational and a time-
limited point of view. To leverage the “weakness” of user generated
passwords, a vast array of password cracking techniques have been
developed. This varies from themore traditional, e.g., an off-the-shelf
dictionary based attack, to the more recently developed, e.g.,
Rainbow Tables (Oechslin and Boneh, 2003) or Markov-based
models (Narayanan and Shmatikov, 2005).

Rainbow tables are based on the idea of a time-memory trade-
off (TMTO), which focuses on pre-computing an almost exhaustive
predefined search space of passwords. The main advantage of this
approach is that these tables store a minimal amount of informa-
tion, and thus, enable a fast lookup of a password if it exists in the
predefined search space. This approach needs less computer pro-
cessing time but more storage than an exhaustive search, which
calculates the hash on every attempt. The use of salting, as a
method of protecting the password by changing its hash according
to the salt, has become a hindrance to rainbow tables. This is
because the same password salted with a different salt will almost
certainly produce a different hash e therefore resulting in an
infinite number of combinations. Only if the investigator knows
beforehand that the length of the password in question is small, can
a rainbow table be considered a reasonable possibility. Many efforts
have been made to improve this procedure, like focusing on pre-
computation using cryptanalytic TMTOs (Avoine et al., 2021).

Markov-based models are focused on reducing the search space
(Narayanan and Shmatikov, 2005), or are used to produce password
candidates in descending orders of likelihood (Dürmuth et al., 2015).
Another recently used approach to make use of probabilistic context-
free grammars e where Markov chains are used to calculate the
probability for each grammar (Weir et al., 2009). Neural networks are
alsoutilised forpasswordcracking, offering the advantage that theydo
not require user input (Pal et al., 2019;Melicher et al., 2016). PassGAN,
which uses a Generative Adversarial Network (GAN), is an example
neural networkused to create password candidates that closelymimic
the distribution of real-world passwords (Hitaj et al., 2019).

2.2. Password selection and strength

Passwords have been used for decades to protect sensitive



Table 1
Size of datasets.

Dataset Size

AxeMusic 252,752
JeepForum 239.347
Wattpad 23,531,304
MangaTraders 618,237
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information from adversaries. But in many cases, they can repre-
sent the weakest point of entry to a system and therefore be the
target. This is because the password is often connected to its
creator, which presents an inherent weakness that criminals look to
profit from. Users tend to use their own personal, identifiable in-
formation when they create passwords as a way to more easily
memorise them (Li et al., 2017).

Furthermore, and because users are required to memorise an
abundance of passwords across the different services and devices
they use, they tend to reuse the same passwords, verbatim or
slightly modified versions of a “root” password (Florencio and
Herley, 2007; Bonneau et al., 2012a). This practice, of course, cre-
ates a risk that even strong passwords can be rendered vulnerable if
a password that has been reused has been somehow leaked, either
through a phishing attack or as part of a data breach (Wash et al.,
2016b).

Users often tend to overestimate the security of the passwords
they create (Ur et al., 2016). Common practices that have been
observed in passwords from data breaches show that users, when
asked by a password policy to have uppercase characters in their
password, they will most likely capitalise the first letter (Kanta
et al., 2021a). Similarly, if it is required to include numbers in the
password, usually they are found at the end of the passwords and
are often sequences, or they represent dates (Kanta et al., 2021a).
Even in cases where they are required to use passphrases as a
means of authentication, that choice was far from random, as users
tended to prefer simple noun bigrams (Bonneau et al., 2012b).
Therefore, adhering to a password policy, might provide users a
false sense of security (Ur et al., 2015).

Password strength meters are often used by web services to
guide users and help them develop safer password creation habits.
One of the most well known policies was introduced in 2013 by the
National Institute of Standards and Technology (NIST)3 and it re-
quires passwords to be at least 8 character long, with uppercase,
lowercase, digits and special characters included (Grassi et al.,
2017). But even when these policies are enforced, users still try to
bypass them in favour of memorability. For example, if a web ser-
vice requires a password to be changed every six months, users
might keep the same password by adding a 1 at the end (Kanta
et al., 2021a).

The password strength meters that are now in use have also
evolved to anticipate this behaviour by users and often detect and
disallow passwords that contain the same basic structure as pre-
viously used (Shay et al., 2015). There are many strength meters
available and in use by various web services, some based onMarkov
Models (Castelluccia et al., 2012), Natural Language Processing (Guo
and Zhang, 2018) and Deep Learning (Pasquini et al., 2020). It has
also been shown, that the results found by the various password
strength meters when evaluating the same passwords have been
widely inconsistent (de Carn�e de Carnavalet and Mannan, 2014).

3. Methodology for ranking and optimising contextual
dictionaries

3.1. Selection of evaluation and control datasets

Access to the content of the encrypted devices of a suspect can
be crucial for the outcome of the investigation (Sayakkara et al.,
2018). The timeliness of accessing potentially case-progressing in-
formation can be paramount in certain scenarios, e.g., kidnapping
cases or an imminent terrorist attack investigation. Investigators
might seek alternative methods of password cracking in these
3 https://pages.nist.gov/800-63-3/sp800-63b.html.
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specific scenarios aimed at minimising the duration of the process.
One viable alternative approach is to leverage the role of context in
a user’s password selection. In order to prove its viability, an
experimental methodology is presented in this section, focusing on
the creation, ranking and optimisation of bespoke dictionaries for
specific topics.

Ideally, the evaluation of the proposed methodology would
include testing the contextual dictionaries against specific targets
during the course of an investigation. For example, if a digital
investigator wanted to access the encrypted device of a suspect
who was known to be a fan of rock music, football and tennis, a
dictionary could be created using these topics as seed words. Un-
fortunately, for data protection and ethical purposes, access to this
privileged information is not possible. Therefore, the approach for
evaluation is focused on communities’ passwords as opposed to
that of individuals. For this purpose, four different data leaks have
been selected from four communities, about music, cars, fanfiction
and manga. These datasets and their sizes can be found in Table 1
and contain the passwords from the leaks without any other
identifiable information, i.e., the datasets used do no contain
usernames, e-mail addresses, phone numbers, etc. Approval for use
of these datasets has been given by the Office of Research Ethics of

As a baseline to compare this approach against existing ones, a
dictionary named Ignis-10M4 has been selected. Ignis contains 10
million passwords from a variety of data leaks and was assembled
in 2020. The reason Ignis has been selected instead of the popular
RockYou dictionary list is that although the passwords of RockYou
have been leaked as plaintext and therefore represent a more ac-
curate account of real-life passwords, RockYou was leaked in 2009.
Password policies have evolved significantly since then, i.e., pass-
word policies have become stricter regarding their requirements e
with a larger minimum length and a mix of upper and lowercase
characters, numbers, and symbols often all being required.
Furthermore, according to the creator of Ignis, when looking at the
Top 1000 passwords in Ignis-10M and RockYou, 411 passwords of
Ignis were not in RockYou’s Top 1000. This is likely due to RockYou
only containing passwords created up to 2009. For example,
“Minecraft”, which is a Top 1000 password, does not exist in
RockYou due to the game being released in 2011. Using Ignis-10M as
the dataset to compare this approach against provides the most up-
to-date baseline.

3.2. Contextual dictionary generation

The method used for creating the contextual dictionaries as part
of this work is described in Kanta et al. (2022). This method starts
with selecting a seed word that is thematically close to the com-
munity from which the leaked dataset stems is picked. This seed
word is then used with DBPedia,5 a crowd-sourced knowledge
graph database version of Wikipedia, in order to visit the corre-
sponding DBPedia entry and gather the titles of all the other articles

University College Dublin.
4 https://github.com/ignis-sec/Pwdb-Public.
5 https://www.dbpedia.org/.
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Table 2
The DBPedia dictionaries.

Seed Word Size Corresponding Dataset

Music 1,001,173 AxeMusic
Car 853,825 JeepForum
Fanfiction 641,007 Wattpad
Manga 6,348,947 MangaTraders
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it links to. As part of this work, this is referred to as “Layer 1”. The
reason for this is that in any given Wikipedia article, the important
links are usually also keywords relating to the given article. After all
these entries are collected, they are in turn visited and the new
articles are also processed and added to the total, thus creating
Layer 2. This process can go on until the required depth of search is
reached. The end product of this process is then sanitised and can
be used as the input wordlist in a dictionary attack.

Of course, the deeper the traversal down the DBPedia tree, the
less thematically close the new keywords are and the size of the list
increases exponentially. It is therefore important to be able to reach
a satisfying length for the wordlist, while also making sure the
terms are still thematically relevant to the seed word. For this
reason, both the parameters of size of the wordlist and thematical
distance to the seed word were explored.

3.3. Size of the wordlist

It has been observed that the size of the wordlist in a dictionary
attack plays an important role in the percentage of found pass-
words (Kanta et al., 2022; Bo�snjak et al., 2018). In fact, the larger the
dictionary list, given an infinite amount of time and permutations,
the more passwords will be cracked. This is why given infinite time,
a brute force attack is guaranteed to work. In this case, the depth of
traversal in DBPedia for all four seed words was chosen to be either
Layer 3 or 4. More specifically, Music, Car and Fanfiction, being
larger Wikipedia articles with more links, were chosen to be Layer
3, while Manga was chosen to be Layer 4. The reason for this was
that Layer 3 for Manga contained only ~180,000 candidates and
considerably under-performed compared to the equivalent of Layer
4. The sizes of the produced dictionaries can be found in Table 2.

3.4. Thematical distance

Another important aspect of the creation of bespoke wordlists
on certain topics, was making sure that the words were indeed
thematically close to the seed word. In order to ensure this, the
natural language model Wikipedia2Vec was used (Yamada et al.,
2020). Wikipedia2Vec is a NLP model based on Word2Vec

(Mikolov et al., 2013). Word2Vec can compute vector representa-
tions (referred to as embeddings) of words relying mostly on the
surrounding context present in the training dataset. It relies on the
Harris’ “Distributional Hypothesis” stating that words that occur in
the same contexts tend to have similar meanings. The word em-
beddings can subsequently be used to estimate the similarity of the
context in which they have appear in the training dataset and
therefore similarity in their meaning. Wikipedia2Vec provides
embeddings not only for words, but also for entities, i.e., entries
that have corresponding articles on Wikipedia. For this purpose, a
pretrained embeddings model of Wikipedia in English was used.6

Using Wikipedia2Vec, the similarity of each word of the
bespoke wordlists can be evaluated. This evaluation returns a
similarity score according to how close the embeddings are in
6 https://wikipedia2vec.github.io/wikipedia2vec/pretrained/.

4

vector space, i.e., a score of 1 would mean they are identical.
With this similarity score in hand, the words in the wordlist are

ranked accordingly with the seed word, from the highest similarity
score to the lowest. This means that not only will thewords that are
higher on the list be checked first, but also more permutations of
themwith mangling rules will be checked during the attack. At this
stage a threshold can be set for the similarity score, for example
words below a certain threshold could be considered as irrelevant
to the seed word and therefore disregarded.

3.5. Words vs. entities

As described above, the source of the entries in the wordlist are
Wikipedia articles, linked to the seed word, either directly or
through other articles. During the sanitation process, many of these
are disregarded due to their format, e.g., an image name is a link but
not very useful for a dictionary attack. From the remaining entries,
some are single words and some are phrases/entities. Entities have
embeddings in Wikipedia2Vec, and therefore a similarity score
can be computed for them as well e resulting in a more complete
ranking of all the wordlist entries. However, some entries are not in
the training model and therefore a similarity score cannot be
computed. Two avenues were explored to deal with this issue. One
was to compute the average similarity score for each word in the
entity, and the other was to assign the score of the word that was
closest to the seed word to the entire phrase, i.e., the maximum. For
example, if the seed word was “Shopping”, the phrase “Window
Shopping” would be assigned a score of 1.

However, as can be seen from the above example, while “win-
dow shopping” is very relevant to “shopping”, it does not seem like
a very likely password. Therefore, two ranked versions of the
wordlists were produced. In the first version, phrases were also
contained in the list, and they were ranked as described above. In
the second version, the phrases were split into single words and
then ranked (duplicates and stopwords were removed).

3.6. Quality of the dictionary list

Evaluating a dictionary list is a complex topic and there are many
parameters to take into consideration (Kanta et al., 2021b). For
example, a larger dictionary list can achieve a higher percentage of
found passwords, but in twice as much time as a smaller list. Alter-
natively, two lists can have the same size, a similar run-time, and
achieve similar success rates, but one of them can find passwords of
higher difficulty. Therefore, this trade-off should be considered on a
case-by-case scenario. For an offline attack where the percentage of
success is important, a bigger,more thorough dictionary listmight be
chosen and paired upwith an extensive set of rules for permutations.
If time is of the essence, a smaller dictionary list might be more
beneficial. If the target is a single password, a combination of brute-
forcing the smaller passwords alongside a contextual dictionary list
focusing on harder passwords might be an optimal strategy. The
dictionary list, or combination thereof, should be decided depending
on the parameters of the specific case.

4. Experimental scenario

For the purpose of this paper, a digital investigation triage sce-
nario is selected, where the investigator needs to access the data on
an encrypted device as soon as possible. There are many dictionary
lists in existence, given a more relaxed time frame and an abun-
dance of resources, that can perform very well (especially when
looking at sheer numbers of cracked passwords). However, it is the
performance against one (possibly harder) password where the
speed of cracking is of the essence. Therefore, a limited execution

https://wikipedia2vec.github.io/wikipedia2vec/pretrained/
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time of 15minwas selected for these attacks. A key evaluation point
for the proposed approach is how well each dictionary performs
against stronger, harder-to-crack passwords. It should be
mentioned here that during this 15 min process, more than 10
billion password candidates are evaluated. This is achievable as the
data leaks used for evaluation are in plaintext. To provide an indi-
cation of the runtime for this proposed approach for hash-based
password cracking, assuming a Veracrypt full disk encryption was
targetingwith an attack leveraging the latest Nvidia RTX 4090 GPU7

running at 6.6 kH/s, evaluating the same number of candidateswith
the single GPU would take approximately 20 days.

4.1. Setup of the experiment

Our experiments compare three different dictionaries, namely:
Ignis-10M and the ranked and the unranked version of the dictio-
naries produced by the seed words in Table 2. Before ranking, both
versions of the unranked dictionary with either whole entities or
split up to individual words, as described in Section 3.5, were
evaluated. The version containing only individual words performed
better and was therefore selected for comparison.

These dictionaries were then evaluated with the same password
mangling rule file. Each rule in the file is a common modification
users choose when they create their passwords, e.g., adding
numbers at the end of their password, replacing some letters with
similar looking numbers, etc. One of the most well-known rulesets
is best64.8 For this experiment, a larger ruleset was chosen,
OneRuleToRuleThemAll.9 This ruleset contains the top 25%
performing rules from several component rulesets, concatenated
together and without duplicates.

Finally, the password cracking was conducted with hashcat10,
which is an open-source password cracking tool.

5. Results

As mentioned in Section 3.2, four datasets stemming from data
leaks centring on cars, music, manga and fanfiction were selected.
For each topic, a contextual dictionary was produced starting from
each seed word, which represents the unranked version. The
ranked version was then produced with the methodology
described above in Section 3. As defined in the previous section, for
three topics, the produced dictionaries were of 3 layers depth and
for Manga, it was 4 layers deep. Manga was selected for an addi-
tional layer over the other three, as a three-layered dictionary from
the seed word “manga” was not sufficiently big for this attack (and
indeed performed poorly e especially compared to Ignis-10M).

5.1. Success over time

The cracking progress over time against these four data leaks,
with the baseline Ignis-10M dictionary, the contextual ranked
dictionaries, and the contextual unranked dictionaries can be seen
in Fig. 1(a) to 1(d). As can be seen, the baseline dictionary, Ignis-
10M, has the best overall performance. This does not come as a
surprise e not only because Ignis-10M is larger and more diverse
than any of the contextual dictionaries, but also because even in a
data leak stemming from a car-related forum, not all passwords
would be car related. Nonetheless, it can still be observed that the
contextual dictionaries perform well, especially the ranked
7 https://www.nvidia.com/en-gb/geforce/graphics-cards/40-series/rtx-4090/.
8 https://github.com/hashcat/hashcat/blob/master/rules/best64.rule.
9 https://notsosecure.com/one-rule-to-rule-them-all.

10 https://hashcat.net/hashcat/.
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dictionary for the JeepForum dataset.
Table 3 shows the overall number of passwords found by each

dictionary and for each data leak. It can be observed that Ignis-10M
and the Music_R (representing the ranked version of the dictionary
created with “music” as the seed word) have very similar perfor-
mances, which is a positive outcome considering the size and va-
riety of real-world passwords in Ignis-10M. The same holds true for
Ignis-10M and Car_R. It is worthy to note that size wise, the dic-
tionaries produced by the seed words “car” and “music” were the
two smallest, as can be seen in Table 1. It can also be observed that
in all four categories, the ranked versions have outperformed the
unranked ones, most strikingly in the Wattpad leak e where
ranking resulted in an increase of 27.44% in performance.

Table 3 also shows the passwords that have been found exclu-
sively by the ranked and unranked dictionaries for each topic. This
is especially valuable if a combination attack is considered, i.e.,
where Ignis-10M is first used to target the weaker, more common
passwords and subsequently the targeted contextual dictionary is
employed (or indeed, both ran in parallel across different work-
stations). In this case, the improvement offered by the contextual
dictionaries over Ignis-10M alone is significant across the board e

with once again, the ranked dictionaries outperforming the un-
ranked ones. This is especially true in the case of Wattpad, there are
more than a quarter of a million of new passwords, exclusively
found by Fanfiction_R that were not found by Ignis-10M. This
represents an increase of 6.55%.

The number of passwords found exclusively by the contextual
dictionaries leads to a new and interesting question. Which pass-
word candidates in the dictionary list performed better, i.e., which
found the most passwords in their respective data leaks? Table 4
shows the top 20 password candidates that found the most pass-
words by the ranked dictionaries across all four topics. As can be
seen, the top password candidate for Music_R is the word “music”
and the rest of the top 5 are also words relating to music. In fact, 14
out of the top 20 best performing password candidates for Axe-
Music are music related e something that reinforces the theory
that users pick passwords according to their interests, and also the
type of website the password is aimed for. Similar results can be
observed for “car” and “manga”, with 13 out of 20 password can-
didates in Car_R being related to cars (this is excluding “er1”, which
represents a non-mainstream concept car model). This also holds
true for MangaTraders with 13 out of the top 20 performing pass-
word candidates being related to manga. For Wattpad, the results
are not quite as clear, with many first names and dates appearing in
the top 20 performing candidatese somethingwhich is common in
most data leaks (Veras et al., 2012).

5.2. Strength of found passwords

Returning to the aforementioned digital forensic triage scenario,
if a digital investigator is looking to crack the password of an
encrypted device belonging to a suspect in a timely manner, look-
ing at the number of passwords cracked per dictionary attack might
not be a sufficiently accurate metric. Ignis-10M, since it is compiled
of some of the most popular passwords from several data leaks, is
assumed to do well with common, popular passwords. But if the
holder of the encrypted device is someone more tech-savvy, reason
states that their password might not be one to be found on these
popular password lists.

In a triage situation, it is therefore important to take into account
the difficulty of the passwords that each dictionary attack success-
fully cracked. To determining this, the password strength meter
zxcvbn (Wheeler, 2016) was employed. zxcvbn classifies pass-
words according to their strength and places them in five classes,
ranging from the easiest to crack (Class 0) to the hardest (Class 4).

https://www.nvidia.com/en-gb/geforce/graphics-cards/40-series/rtx-4090/
https://github.com/hashcat/hashcat/blob/master/rules/best64.rule
https://notsosecure.com/one-rule-to-rule-them-all
https://hashcat.net/hashcat/


Fig. 1. Number of passwords cracked over time.

Table 3
Total number of passwords found. The R Excl. Column contains passwords found
only by ranked dictionaries, The U Excl. Column contains passwords found only by
unranked dictionaries.

Dataset Ignis-10M R R Excl. U U Excl.

AxeMusic 132,009 106,782 7,773 86,384 2,698
JeepForum 122,061 107,365 6,025 89,001 2,212
Wattpad 4,103,525 3,016,762 268,670 2,367,223 86,267
MangaTraders 352,544 289,573 22,128 231,097 9,635

Table 4
Top 20 password candidates for the four ranked dictionaries.

Music Car Fanfiction Manga

music jeep love qwerty
guitar dog angel sakura
guitaro man password naruto
rock harley qwerty pokemon
longy honda 100 dragon
sunshine 1 1997 manga
piano ford 4ever inuyasha
love s1 bella angel
musical wrangler 1996 sasuke
12 chevy monkey anime
singer car 1995 iloveyou
welcome camaro princess hello
boy mustang kitty pikachu
yamaha er1 alex monkey
song 12 forever shadow
blues dodge nicole chobits
drum bike lover vampire
guitars qwerty girl purple
1 ranger hannah gundam
rockstar hummer soccer akira
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This classification for each of the four data leaks with Ignis-10M and
the ranked and unranked dictionaries are shown in Fig. 2.

As can be seen in Fig. 2(a) to 2(d), most of the passwords have
been assigned to Class 1 e with Class 2 being the second most
common. It is generally assumed that the passwords up to Class 2
are easier to crack, and most current password cracking methods
would be able to crack them (Kanta et al., 2021a). Therefore, the
focus is mostly on the passwords belonging to Class 3 and Class 4.

Tables 5 and 6 show the passwords of Class 3 and Class 4
respectively, which were cracked by Ignis-10M, the ranked, and the
unranked context-based dictionaries. It can be observed that once
again, the ranked dictionaries have a better performance compared
to the unranked ones across all four datasets. In fact, in every case
except Class 3 for MangaTraders and Wattpad, the ranked dictio-
naries have managed to find more exclusive passwords (R Excl
column) than the unranked have managed overall (U column).

When comparing the ranked dictionaries to Ignis-10M, it is
important to notice that the number of passwords found exclu-
sively by the ranked dictionaries, i.e., not found using Ignis-10M, is
quite high. In fact, for Class 3, the increase in password cracking
success rises 20.9%, 27.8%, 15.9% and 20.5% for AxeMusic, JeepFo-
rum, Wattpad, and MangaTraders respectively.

Focusing on Class 4, which contains the strongest passwords of
each dataset, on average 50% of those found by the ranked dictio-
naries are not found using Ignis-10M. In a combination attack, i.e.,
combining the results of the ranked dictionaries and the corre-
sponding results from Ignis-10M, the improvement is 43.4%, 52.3%,
20% and 24.3% for Axe Music, JeepForum, Wattpad, and Manga
Traders respectively.

6. Discussion

The results of the previous section show the value of considering
context in password cracking. The number of passwords found



Fig. 2. Strength of passwords cracked.

Table 5
Class 3 passwords classified using zxcvbn for Ignis-10M, ranked (R) and unranked
(U) dictionaries. The columns R Excl. and U Excl. represent the Class 3 passwords
found exclusively by the R and U dictionaries.

Ignis-10M R U R Excl. U Excl.

AxeMusic 7,879 4,003 1,490 1,645 393
JeepForum 2,039 1,305 491 566 140
Wattpad 313,142 137,396 52,882 49,742 10,400
MangaTraders 21,293 11,739 5,981 4,357 1,645

Table 6
Class 4 passwords classified using zxcvbn for Ignis, ranked (R) and unranked (U)
dictionaries. The columns R Excl. and U Excl. represent the Class 4 passwords found
exclusively by the R and U dictionaries.

Ignis-10M R U R Excl. U Excl.

AxeMusic 551 380 118 239 66
JeepForum 65 53 15 34 12
Wattpad 27,005 9,346 2,628 5,415 1,128
MangaTraders 2,389 1,245 574 581 240

A. Kanta, I. Coisel and M. Scanlon Forensic Science International: Digital Investigation 44 (2023) 301507
exclusively by the unranked and especially the ranked versions of
the contextual dictionaries adds a substantial value to a combina-
tion password cracking approach with existing off-the-shelf dic-
tionaries, e.g., Ignis-10M. When cracking the passwords of a large
community focused on a specific topic, a generic dictionary like
Ignis-10M, that contains some of the most popular passwords
found on several data leaks, will always be at an advantage. This is
due to many users choosing passwords that are thematically close
to the purpose of the website the password is for, and many will
still use passwords that either have some personal meaning or
without any contextual meaning at all.

In the presented experiments on data leaks from communities
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focused on specific topics, it is clear that the link between the
password and the purpose of the community is sufficiently present.
This can be seen clearly in Table 4, where the majority of the top
performing password candidates were thematically close to the
seed word/focus of the community.

Furthermore, the process to optimise and rank the contextual
dictionaries has proved fruitful, with the ranked dictionaries out-
performing the unranked ones across the board. This is especially
significant in triage-like situations during a digital investigation,
where it is important to gain access to an encrypted device as
quickly as possible. Ranking the dictionary by how similar the
password candidates are to the seed word means that those pass-
words (and their corresponding permutations withmangling rules)
will be checked first. In a timed attack, as has been the casewith the
experiments here, this proves extremely important.

Of course, depending on the specific situation, a combination of
one or more approaches might be needed. For example, depending
on the hash function, an exhaustive search up to 8 digits might be
fast enough to be considered first, followed by a contextual dic-
tionary attack if the “low-hanging fruit approach” does not prove so
fruitful.
6.1. Benefits and limitations

As with any approach, there are advantages and limitations. One
of the advantages of the contextual approach is that it is highly
customisable to each suspect. A dictionary can be made with any
starting seed word (as long as there exists aWikipedia article about
it). This practically means that an investigator could easily have
dictionaries about specific or niche topics at their disposal easily.
These dictionaries can also be highly customisable e the depth of
search can be set by the investigator, and entries that are deemed as
contextually distant to the seed word can be disregarded by



A. Kanta, I. Coisel and M. Scanlon Forensic Science International: Digital Investigation 44 (2023) 301507
tweaking the threshold for the similarity score. Furthermore, dic-
tionaries stemming from different seed words can be combined to
create a combination dictionary.

Another advantage of this approach is that these dictionaries do
not need to be produced again and again for every case. In fact, the
investigator can have on hand dictionaries about frequently
encountered topics and therefore skip the dictionary creation step,
which could again save crucial time during a triage situation.

The importance of these dictionaries hinges on not only the fact
that users tend to form passwords that are meaningful to them,
therefore memorable, but also the highly likely assumption that if a
suspect is tech-savvy enough to use encryption on their devices,
they are also likely to not use easily guessed passwords.

Of course, as with every approach, there are limitations to its
usability. In a scenario where the sheer number of passwords found
is the most important parameter and the runtime and/or strength
of the passwords found is not important, generic dictionaries based
on existing password leaks will most likely perform better. None-
theless, a combined approach with the technique described as part
of this paper will likely improve the chances of overall success
further.

Furthermore, contextual dictionaries, unlike common password
lists such as Ignis-10M and RockYou, are lists of words not lists of
passwords. Mangling rules can help remedy this to an extent, but it
is safe to say that many words that can have a high similarity score
to the seed word and therefore be placed high during the ranking
are not words that would be used to create a password. One such
example is the word “series”. Using a contextual dictionary with
phrases and the proposed ranking approach, “Manga Series” has a
similarity score of 1 compared to “Manga” (1 for “Manga” and 0.54
for “Series”), which would place it at the top of the list. But in re-
ality, the phrase “Manga Series” is not as likely to be a password as
the names of actual manga series, as evidenced in Table 4.

7. Conclusion and future work

The contribution offers the outline for a methodology for
creating custom dictionary lists on any choice of topics, ones that
can be useful to a digital investigator for cracking the password of
an encrypted device. This methodology leverages natural language
processing to create bespoke dictionary lists. The entries are ranked
in descending order of similarity to the seed word that was used to
create the dictionary, with the aim to try the most likely password
candidates first. This is especially useful when the timely access to
an encrypted device is of the essence, as the candidates with the
highest similarity score will be checked first.

As outlined in Section 5, the use of these contextual dictionaries
can compete with much larger and variant dictionary lists, such as
Ignis-10M, can offer a significant increase in found passwords if the
generic and contextual approach are combined. The contribution of
the contextual dictionaries is particularly important for Class 3 and
Class 4 passwords, where the increase in found passwords by adding
the ranked contextual dictionary in addition to Ignis-10M resulted in
as many as 50% more passwords found. This is especially significant
considering how the size of the bespoke dictionaries ismuch smaller
to more well-rounded password dictionary lists.

For a digital forensic investigation, pre-computed bespoke dic-
tionaries can be a very useful tool for an investigator as they
perform well against harder to crack passwords and their length,
depth and relevancy to the seed word can be easily customised by
the investigator as needed.

7.1. Future work

Addressing some of the limitations outlined in Section 6.1 is a
8

good starting point for future work on the topic. In fact, more
attention should be given into filtering the password candidates
such that candidates with high similarity to the seed word, but low
probability of being used as passwords, can be filtered out. A po-
tential way to do this would be to look at the bidirectional distance
between these two words. For example, is “Series” as close to
“Manga” as “Manga” is to “Series”? Or, is the number of words that
are thematically closer to “Manga” than “Series” the same for “Se-
ries” to “Manga”? To this end, looking back at Layer n-1might also
prove useful, as it will contain links that link back to “Manga”.

Furthermore, even though the contextual dictionaries without
phrases outperformed those containing phrases, it is possible that
contextual information is going to be lost by not also keeping
phrases together. For example, in a contextual dictionary with the
seed word of “Manga”, “ManofSteel” is more likely to be someone’s
password than the individual words “man” and “steel”. At the same
time, there are phrase entries that do not warrant further consid-
eration, e.g., the link “List of Manga Series”, which is a Wikipedia
display construct for storing similar content, but is not a valid
candidate phrase by itself. Therefore, a more robust sanitation
process could greatly benefit the success of the contextual dictio-
naries. This sanitation process could again be based on NLP, with
the similarity of the words within the phrase to each other being
taken into account to further refine the password candidates
extracted.
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